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ABSTRACT

A simple model is presented which is used to
characterize positron-imaging systems employing anni-
hilation coincidence detection. The model is particu-
larly useful in describing sensitivity for true coinci-
dences, vulnerability to accidental coincidences, and
overall count-rate capability in systems made of arrays
of discrete detectors.

An example is given of a commercially available
positron imaging system. A design layout is shown
which meets performance goals. Actual system perform-
ance is described.

INTRODUCTION

An appreciation of the advantages of positron-emit-
ting isotopes in nuclear medicine has stimulated the
development of imaging systems which exploit the unique
properties of positron annihilation coincidence de-
tection (ACD). Following the successful application of
these techniques at various research institutions, ACD
imaging systems are now becoming available commercially.
At the Cyclotron Corporation we have produced such a
system based on a prototype developed at the Physics
Research Laboratory of the Massachussetts General
Hospital, (Ref. 1).

ACD systems developed to date fit either of two
general categories: Ring detector systems or planar
detector systems. Ring systems are presently employed
primarily for emission computed tomography, taking one
or more ''slices' transverse to the axis of the subject
under study. Plane detector systems can characterize
an extended volume either through multiple transverse
section "'slices" or through lateral-section tomography.

SYSTEM DESCRIPTION

The Cyclotron Corporation positron imaging system
is modeled after ''PC II", the second-generation posi-
tron camera developed at the Massachussetts General
Hospital. The system, which will accommodate any part
of the body, employs two planar arrays of NaI(T1)
crystal scintillation detectors. Each array contains
140 crystals, 20 mm diameter by 38 mm long, arranged
on a 2.8 cm grid.

In each array the crystals are viewed by a total
of 82 photo-multiplier tubes, 3.8 cm dia., through a
set of thin light pipes. This sharing arrangement
affords a substantial reduction in cost and complexity
and is a key feature of the system.

Each crystal in the array is viewed by 2 PMI's
and each PMI (except at the edges) looks at four
crystals as in Fig. 1. See Reference 1 for a complete
description of the sharing scheme.

Each PMT is comnected to its own leading-edge
timing discriminator. The gain of each PMI is set so
that a 511 keV photopeak event gives a 1 mA pulse in
50 ohms. The discriminator trigger level is set at
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500 pvolts so as to minimize timing walk due to pulses
of varying amplitudes.

To eliminate response to single-photon events
related to dark current or resulting from the noisy
"tails'" of Nal scintillation pulses, the input signal
must satisfy an amplitude and time duration criterion
before a timing signal will be issued from the dis-
criminator.

In actual use, with a positron-emitting sheet-
source placed midway between the detector arrays, the
FWHM of the distribution of Nal-Nal response times
is 7.5 ns, while the width at the baseline is 20 ns
for the entire ensemble of detectors over the entire
spectrum of interactions from 50 keV to 511 keV.

The leading-edge signals from the timing discrim-
inators are "OR-ed" together in ten overlapping fields
and applied to a set of ten fast-coincidence gates.
Whenever a coincidence condition is satisfied, i.e.,
two 10 ns pulses overlap, an 'enable" signal is re-
turned which gates positional data into respective
arrays of 82 one-bit registers. See Fig. 2 for a simpli-
fied signal flow diagram.

It should be noted, in passing, that the under-
lying design philosophy in a multi-element ACD system
is to maintain sufficient redundancy to insure minimum
loss of information due to dead time in the coincidence
circuitry or in subsequent circuitry when operating at
very high event rates.

Fig. 3 shows a more comprehensive system block
diagram. We divide the fast-coincidence circuitry
into ten overlapping fields so as to minimize the
dead- time for a single event. We impose a spatial
criterion for valid coincidence: Each crystal may be
in coincidence with any of its 5 x 5 = 25 nearest
neighbors.

We refrain from any "packing" of the data up to
this point. Validation of data in the spatial domain
is performed by the '"slow coincidence' circuitry (see
Fig. 3) which can reject stray events outside a valid
field without having to veto good data.

After validation by the "slow-coincidence' cir-
cuitry, the PMI positional signals are sent along to
the address and output buffer circuitry. Here the PMT
signals are "AND-ed" to create a pair of individual
crystal-position identifiers.

The data is examined, in turn, for any remaining
multiple-coincidence events which, at this point, must
be vetoed. Next the individual crystal-position data
is "packed" into a 12 bit crystal-pair indentifier,
bufferred, then sent on to the computer interface.

We employ the Gamma 11 nuclear medical computer
system by Digital Equipment Corporation. Our data
interface emulates the DEC NC-1la normally supplied
with the system. The interface provides high-speed
direct memory access in histogram or list-mode data
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acquisition at up to 180,000 words per second.

In addition, we have provided for computer con-
trol of the positron camera detector positioning as
required in emission C.T. and high-resolution lateral
imaging. Detector rotation and linear scan position
are under program control. Detector height, separa-
tion, and rotation may be set manually.

IMAGING MODES

Lateral Imaging

Each crystal in a detector array is in coinci-
dence with many crystals in the opposite array. This
leads naturally to a facility for plane tomographic
imaging. Isotope distributions are detected and dis-
played on selected focal planes. Activity off the
desired focal plane appears blurred.

Since each crystal may be in coincidence with its
25 nearest neighbors there are a total of 2848 possi-
ble coincidence pairs (140 x 25 less edge and corner
effects). The '"rays" between detectors distribute
themselves uniformly on four focal planes paralled to
the detector faces and spaced at .2, .4, .6 and .8
times the distance between detectors. See Fig. 4.

Because of the discrete sampling, off-plane
activity does not necessarily blur uniformly in back
projection, but rather may clump and form patterns.
This effect can be considerably reduced by moving the
detectors in small steps, taking frames of data and
reconstructing on the desired plane. This helps to
smooth the patterns caused by off-plane activity since
in effect, we come closer to satisfying the sampling
theorem throughout the subject volume. See Ref. 2 for
a discussion of this phenomenon.

A static lateral image is presently made up of
five separate frames taken in steps of 0.56 cm, then
shifted appropriately and back-projected for display
on selected focal planes.

Techniques involving deconvolution of the system
transfer function to remove, rather than merely blur,
the off-plane activity have been proposed (Ref. 3) for
systems employing continuous detectors. Such tech-
niques can be applied to discrete systems such as this,
provided the appropriate spatial sampling criteria are
met. Methods for removal of off-plane data are
presently under study. Such methods have the poten-
tial for better quantitative display and, if success-
ful, would more effectively complement the information
obtained in transverse-axis computed tomography.

C. T. Imaging

The Cyclotron Corporation positron imaging system
has been designed for high-resolution, multi-slice,
transverse-axis computed tomography. Up to 23 slices,
1.4 cm FWHM can be acquired in a single study. If
desired, images may be reconstructed in thicker sec-
tions and/or at less than the finest resolution.

It is of paramount importance in high-resolution
emission C.T. that all sampling criteria--both in
angular and in linear sampling--be satisfied. To
achieve 1 cm FWHM in C.T. reconstruction requires
sampling at greater than 2 Fpax samples per cm. In
the data domain (after sampling through finite detec-
tor apertures) Fp,y is nominally .9 cm-l.

At this stage of development we find it expedient
to oversample: We take data in 29 angular steps.
Each step gives five views for a total of 145 angular
projections. Each angular projection, in turn, is
sampled in 8 steps of 3.5 mm.

Sampling is easily tailored to fit a particular
study. Coarser sampling may be used for studies at
lower resolution.

After acquisition, the data is separated into
"slices". Data from a transmission scan may be used
to correct for attenuation in the object. Decay cor-
rection and "random' subtraction are performed at this
time.

Image reconstruction is done through back-projec-
tion of filtered projections: After sorting the data
into linear projections each view is convolved with a
correction filter derived from the "windowed ramp' in
the frequency domain.

We are presently evaluating a family of filter
functions of the form:

F&) = [flexe [- (£/8)7] M

where f = spatial frequency variable
B = selectable bandwidth parameter
n = selectable integer; 4, 6, 8

These functions give high resolution, particularly
when compared with more gradual--cutoff filters such
as the Hann--weighted ramp (for a given cutoff fre-
quency). Ideally, we try and match the filter charac-
teristic to the data. The shape and bandwidth of the
filter function are selected to optimize reconstruction
of the object while minimizing the propogation of noise.
A recent discussion of this concept is given in Ref. 6.

Back projection is accomplished in a 64 x 64 field
and the resulting image is then interpolated to 128 x
128. Subsequent processing and display are done
through standard Gamma 11 software supplied by DEC.

PERFORMANCE MODEL FOR ACD SYSTEMS

The sensitivity of an imaging system should relate
to extended sources since, in practical study situa-
tions, the radionuclide is always distributed over a
volume. A useful measure of sensitivity, following
Ref. 4, is the response to an infinite sheet source of

activity density o—decays/second-cmZ: This corresponds
to the response at '"'DC'" or zero spatial frequency. For

a system made up of discrete detectors we can derive an
expression for the response of a single detector pair
and then sum the contributions of all pairs. Consider
the detectors arranged as in Fig. 5.

let a = area of each detector
2R = distance between detectors
¢F = activity density-decay/sec-cm?2

probability of useful interaction
when a photon strikes the detector
(including dead-time effects)

1

For coincidence detection of the collinear an-
nihilation radiation, only activity within the dotted
"'tube'' connecting the detectors will contribute to the
true coincidence count rate, rt. For the situation
shown in Fig. 5, for round apertures, it is easily
shown that: 2 2

- "7 a counts/sec 2)
t 8w R2
The sensitivity per pair is given by:
ke = R o 3 counts .cmZ 3
o 8TR* decay

For a system made up of many discrete detector
pairs the system sensitivity, $, is simply the sum of
the individual sensitivities:

$ =Nk =Na2q2  counts .cm?
8w RZ decay 4
where N = number of detector pairs
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This result does not depend substantially on the actual
position of the sheet source.

In the present case a =3.4cm?, M = .7, N = 2848,
and R is adjustable from 25 to 45 cm. The measured
sensitivity in air agrees well with that predicted by
Eq. 4 .

When an ACD system is arranged in a ring config-
uration the DC sensitivity may be calculated on the
basis of the response to an annular sheet of density
07/2 so that each detector pair sees an effective densi-
ty of ¢ and equation (4) still holds.

Resolution

The FWHM of the point--or--line spread function
gives a measure of the ability of an imaging system to
resolve detailed structures. In ACD systems that em-
ploy discrete detectors the FWHM is nominally one-half
the detector aperture diameter.

In the system under discussion, the detector aper-
tures are 2 cm, giving an intrinsic resolution of less
than 1 cm FWHM. For C.T. reconstruction the sampling
and reconstruction bandwidth also effect the final
image. Fig. 6 compares the fidelity of the system for
lateral and C.T. imaging. The 1%3e sources are 1 mm
I.D. plastic tubing filled with #“Na and spaced 2.5 cm
in air. Each image contains approximately 1 million
counts.

A complete description of imaging system perform-
ance requires consideration of the total point spread
function (PSF) or equivalently, the modulation transfer
function (MIF). Other components, beside the true
coincidence response, are scatter and accidental coinci-
dences, which add ''tails' to the PSF.

The "'delayed coincidence" technique affords an
accurate estimate of the number of randoms in any re-
gion of the image. The effects of scatter are more
difficult to evaluate. Techniques involving pulse-
height analysis are less effective with 511-keV annihi-
lation radiation than with low-energy single-photon
imaging (Ref. 5), since scatter in the subject is pre-
dominantly low-angle and the energy lost in such inter-
actions is too low to permit effective energy discrim-
ination at the detector.

Effective system shielding is essential in redu-
cing the response to scatter and randoms. We employ a
special iris "collimator' which limits the field of
view for each crystal so as to control the response to
single events. The use of lead scatter filters in
front of the detectors is of some value in reducing the
singles response. However, we have found the marginal
improvement obtained with scatter filters to be sub-
stantially less than that reported in Ref. 7, since we
already limit the field of view. Our results are in
general agreement with Ref. 5.

We do observe that the filter function used in
C.T. reconstruction helps significantly in reducing the
low-frequency scatter and random contribution in the
final image. Figure 7, for example, shows a set of
2.8 cm cross-sectional slices taken through a scatter-
ing medium; a gallon jug (16 cm dia.) filled with water
and dissolved I3N. A 2.5 cm dia. lucite rod 'cold
spot'' rests inside.

Each section image contains approximately
1,200,000 counts. Decay correction and attenuation
correction (utilizing knowledge of the shape and den-
sity of the object) were applied to the image data.

Sensitivity Versus Resolution
There is no difficulty in concept in comparing
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systems that have the same resolution if one has higher
sensitivity, or vice versa. In general the situation
is more complicated: To compare systems when one has
higher sensitivity but poorer resolution than the other

In positron ACD systems made of discrete detectors
the resolution and sensitivity are governed by the size
of the detector apertures. It is generally the case
that if the resolution is extremely fine, the sensi-
tivity is too low to give sufficient counts to resolve
adjacent regions statistically. If the sensitivity is
very high, the resolution may be very poor so that
adjacent regions cannot be resolved spatially. Practi-
cal results are obtained between these extremes.

Beck (Ref. 4) suggests a figure of merit, Q, which
tells us how well we can resolve objects of frequency
component f in the presence of statistical uncertainty:

v
Q@ = $ [Mmr @) (5)

Suppose we have an ACD system with adjustable
apertures. Figure 8 shows a comparison of Q(f) for
FWHM resolution of 1. and 1.4 cm respectively. Here
it is assumed that the spread function is Gaussian,
where r = FWHM resolution:

PSF (x) = exp (-MX2/r2) (6)
The MIF is also Gaussian (Ref. 8)
MIF (f) = exp (-77r? £2) (7N

The D.C. sensitivity of the 1.4 cm system is
obviously much higher, in accordance with Eq. (3).
However, the resolution of spatial detail beyond .5 cm-1
requires substantially less data (fewer counts) in the
system with higher resolution.

This effect is particularly important in emission
C.T. where the frequencies in the object space may be
low enough, i.e., objects widely separated--but, the
frequencies in the data space will always be higher
since the data is in the form of projections or shadows.

Figure 9 shows a study inspired by Ref. 9. The
image contains 200,000 counts and was reconstructed
using the filter of equation (1) for n = 6 at 1.0 cm-1
cutoff frequency. (B=.707).

The points (2 mm dia.) in the horizontal row are
separated by 2 cm. The intensity profile confirms the
high resolution in C.T. imaging.

Count Rate Capability

In large-scale ACD systems an ultimate limit to
performance is imposed by a constraint on allowable
count rate. The number of true coincidences is only
a small fraction of the single events. High single
event rates cause system dead-time which, in turn,
reduces overall efficiency. Single events also give
rise to accidental coincidences as a consequence of
finite resolving time. The rate of accidental coinci-
dences for a single detector pair is approximated by:

r= 2Tr /Lsz (8)

coincidence window
singles rate per crystal
Kso

where Cr

Ns

nonon

The sensitivity of a single crystal to single
events, ks, is a function of detector area, efficiency,
and shield aperture. A formula for this sensitivity
is derived in the appendix.



The rate of accidental coincidences can be esti-
mated through the '"delayed coincidence'' technique.
This estimate can be subtracted from the total to yield
an estimate of the true coincidences. The noise con-
tribution of the accidentals is therefore a consequence
of the error in the estimate of the accidentals.

Satisfactory performance may be technically possi-
ble even at very high accidental rates, but, as will be
shown presently, practical considerations dictate that
the accidental rate should not be substantially more
than 50% of the total coincidence count rate.

We define a "D.C.'" signal-to-noise ratio in the
image as the mean true counts divided by the standard
deviation of trues plus randoms. We have (expressed
per detector pair):

R - nt
e T ©)
Skea t (10)

true counts per
detector pair

2T k20
random counts per
detector pair

where Tt

N

(1)

and t = integration time
kt-found from Eq. 3
ks-from the appendix
(ot unscattered component = .2

Here we are assuming that scatter reduces the true
count rate but not the singles rate since relatively
few photons are completely absorbed in the object. The
choice of § = .2 for this model is somewhat arbitrary.
See Ref. 5 for a proper discussion of scatter geometry.

we have from (9), (10), (11)

R=kt So it
A kees+ 4T, k&gt

for low count rates (see Fig. 10A)

RS- {*sSot

At low count rates (assuming fixed integration
time) R increases as Y as we would expect. For very
high activity levels, where 37, k; 0*>> 4,0 (ignoring
dead-time) the value of R approaches:

Q- % SIE
k2 AT,

In Fig 10B we have plotted Eq. (12) as a function
of 0" for § = .2 and a detector spacing, 2R, = 60 cm.

(12)

(13)

(14

Dead Time Effects

In a practical system we cannot reach Kg because
of count loss due to dead-time. The dominant loss fac-
tor in this system is detector dead-time. A single
event will paralyze two photo-multiplier tubes for
600 ns. Two photomultiplier tubes relate to seven
crystals (see Fig. 1) so that the probability that a
given crystal is not paralyzed is given by:

P=exp (-7 x 600 x 10"%Jls) (15)

where Jls is the singles rate per crystal--
here assumed to be uniform throughout the system.

Subsequent circuitry will, to some extent, also

contribute to dead-time." In any system of this sort
one must balance complexity against performance to
achieve a design goal. In the present case we would be
satisfied if it can be demonstrated that the limit to
performance occurs at or beyond what would be consider-
ed a safe activity concentration in the subject under
study.

It is possible, given a source distribution, scat-
ter fraction, detector spacing, etc., to calculate a
total dead (or live) time as a function of activity
level.

A summary of such a calculation is shown in Fig. 1L
It should be emphasized that this result relates to a
specific study configuration; in this case we have
assumed a uniform sheet source, 60 cm detector spacing,
20% unscattered events, and standard iris shield.

Dead-time reduces efficiency which, in turn, is
reflected in the signal-to-noise ratio in the image.
The system "'live' fraction can be factored into Egs.
(3) and (12). Thus we can determine the behavior of §
at high count rates as shown in curve C in Fig. 10.

For the given study and system configuration we observe
that it is of little benefit to increase isotope con-
centration beyond the point where R actually declines
with increasing activity.

In the present example, referring to Fig. 10, the
turnover occurs at approximately 10 millicuries in the
field of view for a uniform distribution in a scatter-
ing medium.

This is consistent with our requirement for per-
formance at and beyond maximum doses likely to be ad-
ministered to patients.

CONCLUSION

All positron ACD systems share certain performance
advantages and also certain limitations. ACD systems
which employ discrete detectors are somewhat easier to
characterize than are continuous detector systems,
though the same principles apply to all. It should be
possible to calculate a functional (regional) equiva-
lent to kt and ks for continuous detector systems. A
knowledge of resolving time and system dead-time should
yield estimates of output count rate and signal-to-
noise ratio as functions of activity concentration.

As clinical experience is gained in the use of
positron-emitting radioisotopes it will become essen-
tial to characterize and to compare systems as they
relate to specific applications.

We have given some preliminary results obtained
during factory start-up of a commercial positron camera.
We have shown a simple model for sensitivity, resolu-
tion, and count rate capability which places any such
system in appropriate perspective.
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APPENDIX
Sensitivity of a single detector to single events:

FOR ROUND APERTURES

A: POINT RESPONSE B: SIMPLIFICATION
WiTH PENUMBRA OF CASE A,
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1. Assume that point response for single detector can
be characterized by "B" above; that penumbra
effects can be summarized by the half-angle oC ,

2. For a sheet source at distance R we have:

4'1/

SHEET S09RCE
ZeénsiTY - O

]

response to singles
detector area

G
a
oL

1/2 angle of aperture

/7 = detector efficiency

0" = source density decay/sec- cm?
d

3. let g,=27rcrxdx
X= R tan @
dx= RdE

Coa?dg
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Fig. 1) Sharing of crystals and photomultiplier
tubes.
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Adequate sampling and bandwidth in the
reconstruction algorithm insure good
fidelity in C.T. imaging. Left: Lateral
imaging-line sources (lmm I.D. plastic
tubing filled with 22N;) spaced 2.5 cm
in air, parallel to detector faces.
Right: Same object imaged in a plane
transverse to axis of detector rotation.
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Fig. 8) Figure of merit Q(f) demonstrates trade-
off between sensitivity and resolution
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7) Coldspot imaging: Study demonstrates
the capability of emission C.T. in delin-
eating a cold '"lesion" in pool of high
activity. Object is a 2.5 cm dia lucite
rod in a gallon_jug filled with water
and dissolved 13N. A1l images were ob-
tained in a single study; each section
contains approximately 1.2 million
counts.
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are 2 mm dia copper wires, containing
64Cu, embedded in plastic disc 20 cm dia
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3, 4, and 5 cm. Image contains 200,000
counts. Below: Intensity profile
through row spaced at 2.0 cm.
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